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1 Research Motivation

Modeling and generating realistic human behavior is a long-standing objective in computer vision. As
a matter of fact, the ability to model and reproduce the deformation patterns of the human body in the
3D world has a very high potential impact for important application fields such as film-making, game
development, human-computer interaction, robotics, etc. For example, this will help to drive virtual
characters capable of mimicking human motions by moving naturally and responding to environmental
stimuli.
Nowadays, the emergence of highly-accurate 3D scanning devices makes of the 3D data prominent
representations and opens the door to new investigations for human motion generation in 3D. Working
on this project will be an added value for developing new approaches that exploit the 3D data and deep
generative models to synthesize realistic and diverse 3D and 4D (i.e., 3D+t) human behavior.

2 Problem Statement

Generating and reproducing the human behavior is an open problem that involves several challenges.
Indeed, tackling this problem necessitates to come up with suitable representations that capture and
model both the shape deformation as well as the dynamic variation in the 3D world. Traditional 3D
data representations such as point cloud and meshes come with irregular structure that obstructs the
use of deep learning models. In this context, two directions are explored in the recent literature; (1)
extending deep learning model to deal with the irregular 3D data structure [1] (2) or investigating more
suitable 3D representations that can be learned with standard deep learning models [2].
In this thesis we aim to explore new approaches that tackle the above challenges to respond to the
main question of the problem of human motion synthesis that is; How we can generate 3D human
body motions that are perceptually realistic while being diverse to cover the wide range of ways in
which people carry out the same kind of actions ?
Beyond the studies that tackle the problem of human body motion generation in isolation [3, 4] more
recent works [5, 6] begin to explore the influence of the surrounding scenes on human motion synthe-
sis. This will be a promising direction to investigate in this thesis by producing motions of the human
body while taking into account the constraints of the environment. This will lead to synthesize more
realistic human motions.
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3 Research Scope

The aim of this thesis is to explore new deep learning based approaches to model and generate realistic
4D (4D+t) human actions. As a first step, we need to conduct a state-of-the-art review to understand
the achieved advance, the existing challenges and the promising directions that can be investigated.
Next, a suitable representation of the 3D human motion need to be explored in order to model and
capture the dynamic of the 3D shape variation. In addition, more investigations should be conducted
to come up with new deep learning architectures that can deal with the non regular structure of the
3D human shape. The last part of this thesis will be interested in generating motion of human body
interacting with the environment (i.e., objects and other humans).

4 Admission Criteria

The PhD position is available at Ai movement, the International Center for Artificial Intelligence of
Morocco of UM6P. Applicants with excellent academic credentials must be holders of a Master’s, an
engineering or an equivalent recognized degree with good skills in applied mathematics, in relation
to optimization, operations research, and machine learning. The candidate should also be excellent in
programming in (Python, Java or C++), should have soft skills, and be fluent in English and French
languages. Letters of recommendation are welcome.
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